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Introduction
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Anemia is a widespread health challenge that often goes undiagnosed, potentially 
impacting millions of individuals worldwide. By leveraging data-driven insights 
and understanding key risk factors, we can develop more effective strategies for 

early detection and treatment. Our research aims to shed light on this critical 
health issue and contribute to improved public health outcomes.
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Data Analysis
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Data Overview:
This dataset contains 1421 people with 
categories of Gender Hemoglobin MCH MCHC 
MCV and Results

Data Analysis
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Data Analysis

Females diagnosed with Anemia is  
greater.

Patients diagnosed with Anemia 
appears with a lower medium 
Hemoglobin 7



Data Analysis

Correlation heatmap showcase the 
correlation between different variables 

Boxplots of all variable
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Distribution
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The proportions of the class 
variable
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● 0 (not anemic): 56%

● 1 (anemic): 44%



Machine Learning 
Models
*Without Pre-processing

11



Models used in this projects:
1. Logistic Regression
2. Gaussian Naive Bayes
3. Decision Trees

70/30 split was adopted in this project

Machine Learning Models
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Logistic Regression

Accuracy: 0.99 F1 Score: 0.99 Recall: 1.00 AUC-ROC; 1.00
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Gaussian Naive Baye

Accuracy: 0.95 F1 Score: 0.95 Recall: 0.95 AUC-ROC;:0.99
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Decision Tree

Accuracy: 1.00 F1 Score: 1.00 Recall: 1.00 AUC-ROC: 1.00
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Method 1
Adopt an 80/20 split 
to 70/30

Method 2
Cross-validation

Overfitting?
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Adopt an 80/20 
split to 70/30

Method 1: 
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Cross-validation

If there is no overfitting, why does this set of 
data perform so well?

Method 2: 
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Improvement

The potential class 
imbalances in the dataset

The data did not follow a 
normal distribution

SMOTE

Standardization

What happens after improvement?
The Naive Bayes model's accuracy 
increased from 95% to 97%, F1-score from 
95% to 97%, and recall from 95% to 98%
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Feature Selection with the most relevant features
(Hemoglobin and Gender)

Feature Selection
Feature Selection with the least relevant features

(MCH, MCHC, and MCV)
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Summary
Logistic Regression model performance: Gaussian Naive Bayes model performance:

Decision Tree model performance:
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● Decision Tree model
● Logistic Regression model
● SMOTE and feature selection

Real - World Applications
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Logistic 
Regression

Decision 
Trees

Naive 
Bayes

Key Takeaways
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CREDITS: This presentation template was created by Slidesgo, 
including icons by Flaticon, infographics & images by Freepik and 

illustrations by Stories

Thanks!
Do you have any questions?
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http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
https://slack-redir.net/link?url=https%3A%2F%2Fwww.freepik.com%2F
https://slack-redir.net/link?url=https%3A%2F%2Fstories.freepik.com%2F

